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Abstract—Every day, news of financial statement fraud is 

adversely affecting the economy worldwide. Considering the 

influence of the loss incurred due to fraud, effective measures 

and methods should be employed for prevention and detection 

of financial statement fraud. I integrate scholastic writing 

identified with fake monetary revealing with double purposes: 

(1) to more likely comprehend the nature and degree of the 

current writing on monetary announcing misrepresentation, 

and (2) to feature regions where there is need for future 

examination. I survey distributions in bookkeeping and 

related disciplines including criminal science, morals, finance, 

authoritative conduct acknowledged for distribution. The 

implementation of data mining techniques for fraud detection 

follows the traditional information flow of data mining, which 

begins with feature selection followed by representation, data 

collection and management, pre -processing, data mining, 

post-processing, and performanceevaluation 
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I.INTRODUCTION 

With the Internet technology into all aspects of people's 

lives, whether in the field of trade or finance, the degree of 

informatization and virtualization is deepening. In recent 

years, with the rapid expansion of the frequency and scale 

of online transactions, more and more people use the 

Internet to shop. At the same time, the amount of online 

transactions is also increasing. All these are fertile soil for 

the breeding of transaction fraud. Fraud criminals often use 

various channels to steal user information and transfer a 

large amount of money in the shortest time, causing a lot of 

property losses to users and banks. Transaction fraud is 

often an abnormal event hidden in many daily transactions 

in the financial field. In order to avoid huge labor costs, it 

is a trend to detect abnormal trading behaviour by means of 

machine learning and data mining. The core detection 

algorithms of the system are mainly based on classification 

[1-5]. In order to face a large amount of data, data mining 

related processing methods are introduced into transaction 

fraud task [6-11]. In this paper, we establish a fraud 

detection system based on the classification model of 

random forest and the data processing related to feature 

engineering. 

 

A. RELATED WORK 

Data mining is a process of exploring information hidden 

in a large amount of data through algorithms. Through the 

cleaning, correction, extraction, selection, and summary of 

a large number of data features, the hidden knowledge 

behind the data is obtained. For our problem, it is to extract 

the difference information between the behaviour patterns 

of real users and fraud behaviour patterns in the data, so as 

to help the subsequent classification model better achieve 

the purpose of detecting fraudulent transactions. In [3], 

Fang et al. Proposed a framework for fraud detection based 

on CNN to capture the inherent patterns of fraud learned 

from the marked data. Wang [5] proposed a data mining 

algorithm based on UCI public dataset. The research of 

work [8] mainly focuses on the most important feature 

engineering part of data mining. Researchers extend the 

transaction aggregation strategy and propose to create a 

new set of features by using von Mises distribution on the 

basis of analysing the periodic behaviour of transaction 

time. 

 

Figure 1. Fraud Detection using Random forest 
Algorithm 

 
However, these methods have some defects. In reference 
[5], due to the limited amount of data, it is difficult to 
establish a robust and accurate fraud detection system for 
practical scenarios. Besides, most of these techniques are 
absence of manual grouping. Manual characterization can 
compensate for the lack of programmed grouping and 
further stay away from the danger of misrepresentation. 

B. Our Contribution 

Referring to the boost-based fraud transaction model [9], 

this paper proposes a semi-automatic fraud transaction 

detection system based on random forest (as shown in 

Figure 1). Among them, the automation part is a fraud 

transaction risk detection model based on random forest, 
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and the core of the other half is an expert reviewer. If the 

output risk of the risk detection model is higher than the 

threshold value, it will be regarded as a high-risk 

transaction and transferred to the expert reviewer. The 

expert review will combine the expertise and the 

information provided by the risk detection model to make 

future judgement. 

 

The data of training risk detection model is IEEE-CIS 

data set. The data set contains more than 1 million samples, 

and each sample contains more than 400 characteristic 

variables, including financial characteristics and 

nonfinancial characteristics. The richness of data will 

significantly improve the accuracy of the fraud detection 

model and avoid the problem of over fitting. Of course, 

complex data need feature engineering to do some 

processing. 

 

We first clean the data to eliminate some outliers 

and missing data. Furthermore, the data are transformed 

and the statistical data such as maximum, mean, and 

standard deviation are extracted. Then, Recursive feature 

elimination (RFECV) is used to eliminate some 

unimportant features. Finally, we implement a classifier 

based on random forest to detect transaction fraud risk. 

In order to show its superiority, we compare it with support 

vector [12-21] machine and logistic regression. The 

experimental results show that our model has achieved 

good results in accuracy and ROC AUC score. 

 

The rest of this paper is arranged as follows. The 

second section introduces the characteristic engineering of 

financial data and non-financial data. The third section 

introduces our Semi automatic fraud transaction detection 

system based on random forest. In the fourth part, the 

performance of this algorithm is compared with other 

classical machine learning models by accuracy and AUC 

ROC score. Finally, the fifth part summarizes this paper 

 

II. FEATURE ENGINEERING 

 
The IEEE CIS fraud data set is provided by Vesta, which is 

the pioneer of e-commerce payment solutions. The dataset 

is divided into two groups of tables: transaction table and 

identity table. 

These two kinds of tables are connected by key transaction 

ID, but not all transactions have identity information. The 

data has been labelled as two categories, i.e. is fraud = 0 or 

1, but other characteristic information is still messy. 

Therefore, we first conduct data mining on them, and then 

combine them to form the final training data. In order to 

better handle data, we can study the two tables separately. 

Unfortunately, there are hardly any credit card datasets 

publicly available for study due to the private nature of 

financial transactions. Lopez-Rojas et al. (2016) in their 

paper PaySim: A financial mobile money simulator for 

fraud detection propose a simulation tool called PaySim to 

generate similar transactions based on their original mobile 

money transaction dataset. The synthetic dataset is available 

on Kaggle.com. 

 

TABLE 1-Transaction table 

 

Name Description Type 

Transaction ID ID of transaction ID 

isFraud binary target categorical 

Transaction DT transaction date time 

TransactionAMT transaction amount numerical 

card1-card6 card categorical 

addr1-addr6 address categorical 

M1-M9 anonymous features categorical 

P_email domain Purchaser email doma categorical 

R_email domain receiver email domain categorical 

dist1-dist2 country distance numerical 

C1-C14 anonymous features numerical 

D1-D15 anonymous features numerical 

V1-V339 anonymous features numerical 

 

 
Table2-Identification table 

 

Name Description Type 

TransactionID ID of transaction ID 

DeviceType device type categorical 

DeviceInfo Device Information categorical 

id01-id11 identification data numerical 

id12-id38 Identification data categorical 

 

A. Transaction table 

 

The transaction table has 394 characteristic variables, 

including 22 classification features and 372 numerical 

features. Most digital features are anonymous with fixed 

prefixes. To give a specific and clear description, we 

summarize these variables in Table 1. Transaction refers to 

the transaction date and time, which can be parsed into 

precise time information, such as year, month, day, week, 

etc. Transaction MT refers to the amount of transaction 

payment in U.S. dollars. A small part of the amount with 

irregular decimal, may represent the transaction for 

remittance calculation. 

 
 

B. Identification table 

 
 

The distinguishing proof table contains 41 features, 
including personality data, network association data 
related with exchanges (IP, ISP, specialist, and so on) and 
conduct data. At the point when the two tables are then 
handled independently, they are joined on the value-based 
key to produce another table. It likewise records conduct 
fingerprints, for example, account login time and login 
disappointment time, account span remaining on the page, 
etc. Our data mining methods mainly include data 
cleaning, missing value filling, data transformation and 
feature extraction. In the data cleansing section, we deleted 
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columns with a large percentage of Nan values (missing 
values). 

 
 

For example, if more than 90% of the value in a feature 

column is Nan, the column is deleted. For data that is not 

very defective, we'll fill it with - 1000 (a specific value that 

doesn't appear in the data). For the time code, we will also 

convert it into more accurate time information for better 

use. In addition, we also generate many descriptive 

statistical features, such as the mean and extreme value of 

numerical characteristics such as transaction amount, 

billing address and mailing address. Finally, a large part of 

the digital features has correlation. It can greatly improve 

the efficiency of data fitting and improve the performance 

of data classification. Therefore, in our work, recursive 

feature elimination with cross validation (RFECV) is used 

to eliminate each feature iteratively. 

 
 

III. RANDOM FOREST FRAUD DETECTION MODEL 

 

In this part, we will introduce the Random Forest risk 

detection model. 

 

 

Figure 2. Part of a decision tree in a random forest 

 

Random forest is a classifier with various decision trees. It 

has adaptable model and quick preparing. It can address the 

characterization blunder brought about by the very unequal 

information of misrepresentation exchange identification. 

Each tree is produced by an irregular vector of free testing, 

and each tree votes to track down the most famous 

classification to arrange the information. Irregular 

backwoods has both example haphazardness and trademark 

arbitrariness, and its speculation execution is prevalent. 

Simultaneously, arbitrary woodland has great handling 

capacity for high-dimensional informational collections, 

which is entirely appropriate for IEEE CIS informational 

indexes. It can handle countless information sources and 

decide the main attributes. In this way, further element 

mining is completed on the information extricated by 

RFECV. 

IV. EXPERIMENTS 

 

In order to show the superiority of the model, we 

compared the accuracy and AUC ROC score with other 

models. AUC ROC score is actually the area under the 

receiver operating characteristic curve, which is created by 

drawing the relationship between true positive rate (TPR) 

and false positive rate (FPR) under different threshold 

settings. The formulas for TPR and FPR are defined as 

follows: 

 

 

 

 

TP was the true positive prediction, FN was the false 

negative prediction, FP was the false positive prediction, 

and TN was the true negative prediction. The configuration 

matrix corresponding to the model can also be obtained 

(Fig. 2). As can be seen from table 3, the random forest 

model is superior to the other two models in terms of AUC 

ROC score and accuracy 

 

A. DATASET 

In this experiment, we used credit dataset based on the credit 
card data implementation is done using WEKA tool for 
analysing the Accuracy using different data mining 
Techniques that understood against the benchmark 
database. 

 

 
 

TABLE 3 Performance of different models 
 

Models ROC Area Accuracy 

LMT 0.792 75.1 

SMO 0.671 75.1 

Logistic Regression 0.785 75.2 

Random Forest 0.791 76.4 

 
V. CONCLUSION 

In this paper, a self-loader extortion recognition framework 

dependent on arbitrary woods is proposed, and its adequacy 

is checked on IEEE-CIS informational index. The 

subsequent segment presents the handling of informational 
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indexes, including information cleaning, highlight choice 

and element designing. The third section introduces the 

transaction fraud risk detection model based on random 

forest. In the fourth part, the performance of the algorithm 

is compared with other two classical machine learning 

models by accuracy and AUC ROC score. 
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